SOME DETAILS OF THE ELLENBERG-GIJSWIJT PROOF OF THE CAP SET PROBLEM

1. INTRODUCTION

In order to formalize, e.g. in the theorem prover Lean, the Ellenberg-Gijswijt proof \[1\] of the cap set problem (and generalization) we spell out most details of this proof, basically starting at Section \[10\] (and a bit in the two sections before). For the asymptotics at the end, we follow a different method. Furthermore, we write out several details of the preliminary underlying mathematics (mainly linear algebra).

NOTE: the only actual intended use of this informal document was for Johannes, Rob, and Sander to work from in combination with discussions, explanations, etc. In particular, with very few exceptions, no attempt was made to correct errors or complete omissions unless still beneficial for the formalization process.

2. NOTATION AND CONVENTIONS

Throughout this whole article, \(k\) denotes a field.

A ring \(R\) contains a one, denoted \(1_R\) (which could be equal to zero, denoted \(0_R\)). A ring homomorphism \(R \to S\) sends \(1_R\) to \(1_S\).

When we write ‘\(R\)-module’ in a statement, then this can be read throughout the whole statement as ‘left \(R\)-module’ or throughout the whole statement as ‘right \(R\)-module’.

We use ‘\(\subset\)’ for inclusion, and ‘\(\subsetneq\)’ for strict inclusion.

3. VERY BASIC LEMMATA FOR SETS

Lemma 3.1. Let \(A\) and \(B\) be sets. Then the following hold.

(i) \(|A \cup B| + |A \cap B| = |A| + |B|\).
(ii) \(|A \cup B| \leq |A| + |B|\).

Lemma 3.2. Let \(A\) and \(B\) be sets with \(A \subsetneq B\) and \(A\) finite. Then \(|A| < |B|\).

4. VERY BASIC LEMMATA FOR GROUPS AND FIELDS

Lemma 4.1. Let \(x\) be an element of finite order \(m\) in a group (with identity \(e\)), and \(n \in \mathbb{Z}\). Then

\(m|n \iff x^n = e\).

Proof. Note \(m \in \mathbb{Z}_{>0}\). By deivation with remainder we have unique \(q, r \in \mathbb{Z}\) with \(n = qm + r\) and \(0 \leq r < m\). Note

\(m|n \iff r = 0\).

Since \(0 \leq r < m = \text{ord}(x)\) we get

\(r = 0 \iff x^r = e\).
Using $n = qm + r$ and $x^m = e$ gives: $x^n = (x^m)^q x^r = e^q x^r = x^r$, so $x^r = e \leftrightarrow x^n = e$.

Composing the three equivalences above, yields the desired result.

Here is a quick corollary to Lagrange’s theorem in group theory.

**Lemma 4.2.** Let $G$ be a finite group (with identity $e$) and $x \in G$. Then $x|G| = e$.

**Proof.** We give a quick proof in the case that $G$ is abelian (which is the only case we need). The general case follows of course quickly from Lagrange’s theorem. Note that $G \to G : g \mapsto xg$ is bijective. Now assume $G$ is abelian. We get that $\prod_{g \in G} g = \prod_{g \in G} xg = x|G| \prod_{g \in G} g$. The result follows from multiplying the left and right hand side by $(\prod_{g \in G} g)^{-1}$.

**Lemma 4.3.** Let $\mathbb{F}_q$ be a finite field with $q$ elements and $x \in \mathbb{F}_q$. Then $x^{q-1} = \begin{cases} 0, & \text{if } x = 0; \\ 1, & \text{if } x \neq 0. \end{cases}$

**Proof.** If $x = 0$, then obviously $x^{q-1} = 0^{q-1} = 0$ (since $q > 1$). Now let $x \neq 0$. Then $x \in \mathbb{F}_q^*$, which is a group of order $q - 1$ with identity $1$. So by Lemma 4.2 we get $x^{q-1} = 1$.

The previous lemma immediately translates to the following.

**Lemma 4.4.** Let $\mathbb{F}_q$ be a finite field with $q$ elements and $x, a \in \mathbb{F}_q$. Then $1 - (x-a)^{q-1} = \begin{cases} 1, & \text{if } x = a; \\ 0, & \text{if } x \neq a. \end{cases}$

### 5. Very basic lemmata for modules

Throughout this section, $R$ denotes a ring.

Kernel and image of a module are modules.

**Lemma 5.1.** Let $M$ and $N$ be $R$-modules and $f \in \text{Hom}(V,W)$.

(i) $\ker(f)$ is an $R$-submodule of $M$.

(ii) $\text{im}(f)$ is an $R$-submodule of $N$.

**Proof.** Just write out definitions . . .

The restriction of a morphism to a submodule is a morphism and the corresponding image is a submodule.

**Lemma 5.2.** Let $M$ and $N$ be $R$-modules, $P$ an $R$-submodule of $M$, and $f \in \text{Hom}(M,N)$. Then the following hold.

(i) $f|_P$ (the restriction of $f$ to $P$) is in $\text{Hom}(P,N)$.

(ii) $f(P)$ is an $R$-submodule of $N$.

**Proof.** Just write out definitions . . .

$: f|_P$ is in $\text{Hom}(P,N)$ by part i. So $\text{im}(f|_P)$ is an $R$-submodule of $N$ by Lemma 5.1 part ii. Finally, note $f(P) = f|_P(P) = \text{im}(f|_P)$. □
6. Some basics for vector spaces

**Lemma 6.1.** Let $V$ and $W$ be finite dimensional $k$-vector spaces with $\dim(V) = \dim(W)$. Let $f \in \text{Hom}(V, W)$. Then the following statements are equivalent.

(i) $f$ is injective.
(ii) $f$ is surjective.
(iii) $f$ is bijective.
(iv) $f \in \text{Isom}(V, W)$.

For the part above Proposition 2 in Elleberg-Gijswijt, we actually only need ‘(ii) $\Rightarrow$ (iv)’.

A spanning set contains a basis (accepting the axiom of choice).

**Lemma 6.2.** Let $V$ be a $k$-vector space and $S$ a subset of $V$ that spans $V$. Then $S$ contains a basis of $V$.

**Proof.** Consider the collection of all linearly independent subsets of $S$, ordered by inclusion. By Zorn’s lemma this collection contains a maximal element $B \subset S$. One checks (…) that such $B$ must be a basis of $V$. □

A linearly independent set can be enlarged to a basis (accepting the axiom of choice).

**Lemma 6.3.** Let $V$ be a $k$-vector space and $S$ a linearly independent subset of $V$. Then $S$ is contained in a basis of $V$.

**Proof.** Consider the collection of all linearly independent supersets of $S$, ordered by inclusion. By Zorn’s lemma this collection contains a maximal element $B \subset S$. One checks (…) that such $B$ must be a basis of $V$. □

**Remark 6.4.** If $V$ is finite dimensional, we do of course not need the axiom of choice.

The Rank-nullity theorem.

**Theorem 6.5.** Let $V$ and $W$ be $k$-vector spaces and $f \in \text{Hom}(V, W)$. Then

$$\dim(\text{im}(f)) + \dim(\ker(f)) = \dim(V).$$

**Lemma 6.6.** Let $V$ be a $k$-vector space and $X$ a linear subspace of $V$. Then the following hold.

(i) $\dim(X) \leq \dim(V)$.
(ii) If $\dim(X)$ is finite and $X \neq V$, then $\dim(X) < \dim(V)$.

**Proof.** Let $B$ be basis for $X$. By Lemma 6.3 we have a basis $B'$ for $V$ with $B \subset B'$. Part (i) follows immediately.

For part (ii), assume that $\dim(X)$ is finite and $X \neq V$. So $B$ is finite and $B \subset B'$. By Lemma 3.2 we get that $|B| < |B'|$. This means by definition that $\dim(X) < \dim(V)$. □

**Lemma 6.7.** Let $V$ and $W$ be $k$-vector spaces, $X$ be a linear subspace of $V$, and $f \in \text{Hom}(V, W)$. Then the following hold.

(i) $f(X)$ is a linear subspace of $W$.
(ii) $\dim(f(X)) \leq \dim(V)$.
(iii) $\dim(f(X)) \leq \dim(W)$.
(iv) $\dim(f(X)) \leq \dim(X)$.
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Proof. \[ ]: Specialize \( R = k \) in Lemma 5.2 part (ii). Rest: also very basic (several possibilities...). \( \square \)

Definition 6.8. Let \( V \) be a \( k \)-vector space and \( W_1, W_2 \) linear subspaces of \( V \). Then
\[
W_1 + W_2 := \{ w_1 + w_2 \in V : w_1 \in W_1 \text{ and } w_2 \in W_2 \}.
\]

Lemma 6.9. Let \( V \) be a \( k \)-vector space and \( W_1, W_2 \) linear subspaces of \( V \). Then \( W_1 + W_2 \) is a linear subspace of \( V \).

Proof. Write out definitions. \( \square \)

Lemma 6.10. Let \( V \) be a \( k \)-vector space and \( W_1, W_2 \) linear subspaces of \( V \). Then
\[
\dim(W_1 + W_2) \leq \dim(W_1) + \dim(W_2).
\]

Proof. Let \( B_1, B_2 \) be bases for \( W_1, W_2 \) respectively. Then \( B_1 \cup B_2 \) spans \( W_1 + W_2 \) (write out definitions). By Lemma 6.2 we have a subset \( S \subset B_1 \cup B_2 \) such that \( S \) is a basis for \( W_1 + W_2 \). Now
\[
\dim(W_1 + W_2) = |S| \quad \text{(by definition since } S \text{ is a basis for } W_1 + W_2)
\leq |B_1 \cup B_2| \quad \text{(since } S \subset B_1 \cup B_2)
\leq |B_1| + |B_2| \quad \text{(by Lemma 5.1 part (ii))}
= \dim(W_1) + \dim(W_2) \quad \text{(by definition)}.
\]

\( \square \)

7. Ranks

Definition 7.1. Let \( V \) and \( W \) be \( k \)-vector spaces and \( f \in \text{Hom}(V,W) \). Then
\[
\text{rank}(f) := \dim(\text{im}(f)).
\]

It is basically immediate that the rank is bounded by the dimensions of the domain and codomain.

Lemma 7.2. Let \( V \) and \( W \) be \( k \)-vector spaces and \( f \in \text{Hom}(V,W) \). Then
\[
\text{rank}(f) \leq \min(\dim(V), \dim(W)).
\]

Proof. Apply e.g. Lemma 6.7 \( \square \)

An important basic property is that the rank is subadditive.

Proposition 7.3. Let \( V \) and \( W \) be \( k \)-vector spaces and \( f, g \in \text{Hom}(V,W) \). Then
\[
\text{rank}(f + g) \leq \text{rank}(f) + \text{rank}(g).
\]

Proof. We claim that
\[
\text{im}(f + g) \subset \text{im}(f) + \text{im}(g).
\]

Indeed, let \( w \in \text{im}(f + g) \). Then we have \( v \in V \) such that \( w = (f + g)(v) = f(v) + g(v) \in \text{im}(f) + \text{im}(g) \), which proves the claim. Now
\[
\text{rank}(f + g) = \dim(\text{im}(f + g)) \quad \text{(by definition)}
\leq \dim(\text{im}(f) + \text{im}(g)) \quad \text{(by } 2 \text{ and Lemma 6.6 part (ii))}
\leq \dim(\text{im}(f)) + \dim(\text{im}(g)) \quad \text{(by Lemma 6.10)}
= \text{rank}(f) + \text{rank}(g) \quad \text{(by definition)}.
\]

\( \square \)
Next, a rank-property for multiplying (i.e. composing) linear maps.

**Proposition 7.4.** Let $U$, $V$, and $W$ be $k$-vector spaces and $f \in \text{Hom}(V,W)$, $g \in \text{Hom}(U,V)$. Then

\[ \text{rank}(fg) \leq \min(\text{rank}(f), \text{rank}(g)). \]

**Proof.** Note that is suffices to prove

(3) \[ \text{rank}(fg) \leq \text{rank}(f) \]

and to prove

(4) \[ \text{rank}(fg) \leq \text{rank}(g). \]

We start with proving (3). $g(U) \subset V$, hence $f(g(U)) \subset f(V)$, hence (using Lemma 6.6 part (i)) \( \dim(f(g(U))) \leq \dim(f(V)) \), which translates by definition to \( \text{rank}(fg) \leq \text{rank}(f) \).

Next, we prove (4). By Lemma 6.7 part (iv) with $X = g(U)$ (which is a linear subspace by the same Lemma part (ii)) we get \( \dim(f(g(U))) \leq \dim(g(U)) \), which translates by definition to \( \text{rank}(fg) \leq \text{rank}(g) \). \hfill \( \square \)

### 8. Matrices

For finite sets $A, B$ and vector spaces $V := k^A, W := k^B$ we identify $f \in \text{Hom}(V,W)$ with the $B \times A$ matrix associated to bases of indicator functions of the singletons for $A$ and $B$ respectively. Below are rank bounds for matrices of a specific form.

**Lemma 8.1.** Let $A$ be a finite set, $x, y : A \to k$ functions, and consider the $A \times A$ matrix $M$ with entry $M_{a,b} := x(a)y(b)$ (for $a, b \in A$). Then $\text{rank}(M) \leq 1$.

**Proof.** Let $\{\bullet\}$ denote a singelton. Consider the linear maps $X : k^{\{\bullet\}} \to k^A$ with matrix $X_{a,\bullet} := x(a)$ (for $a \in A$) and $Y : k^A \to k^{\{\bullet\}}$ with matrix $Y_{\bullet,a} := y(a)$ (for $a \in A$). One immediately checks that we have the factorization $M = XY$. So by Proposition 7.4 we get $\text{rank}(M) \leq \min(\text{rank}(X), \text{rank}(Y))$. By Lemma 7.2 we have $\text{rank}(X) \leq 1$ and $\text{rank}(Y) \leq 1$. We conclude that $\text{rank}(M) \leq 1$. \hfill \( \square \)

**Lemma 8.2.** Let $A$ be a finite set and $M$ an $A \times A$ diagonal matrix, i.e. $M_{a,b} = 0$ if $a \neq b$ (for $a, b \in A$). Then

\[ \text{rank}(M) = |\{a \in A : M_{a,a} \neq 0\}|. \]

**Proof.** Compute $\text{im}(M) = \text{span}\{\iota_a \mid a \in A, M_{a,a} \neq 0\}$ where $\iota_a$ denotes the indicator function of $\{a\}$ . . . \hfill \( \square \)

Perhaps it is easier to write everything in terms of $n \times n$ matrices.

**Lemma 8.3.** Let $n \in \mathbb{Z}_{\geq 0}$ and $x := (x_1, \ldots, x_n), y := (y_1, \ldots, y_n) \in k^n$. Consider the $n \times n$ matrix $M$ with entry $M_{i,j} := x_iy_j$ (for $1 \leq i, j \leq n$). Then $\text{rank}(M) \leq 1$.

**Proof.** By definition of matrix multiplication we observe that $M = x^ty$ (so $x^t$ is a column vector and $y$ a row vector). So $\text{rank}(M) \leq \min(\text{rank}(x^t), \text{rank}(y)) \leq 1$. \hfill \( \square \)

**Lemma 8.4.** Let $n \in \mathbb{Z}_{\geq 0}$ and $M$ an $n \times n$ diagonal matrix, i.e. $M_{i,j} = 0$ if $i \neq j$ (for $1 \leq i, j \leq n$). Then

\[ \text{rank}(M) = |\{i \in \{1, \ldots, n\} \mid M_{i,i} \neq 0\}|. \]

**Proof.** Just write out $\text{im}(M)$ . . . \hfill \( \square \)
9. Further preliminaries

For \( R \) a ring and \( n \in \mathbb{Z}_{\geq 0} \), the polynomial ring \( R[x_1, \ldots, x_n] \) has a canonical structure as an \( R \)-module, which is free with basis all monomials \( M_B := \{ \prod_{i=1}^{n} x_i^{e_i} : e_1, \ldots, e_n \in \mathbb{Z}_{\geq 0} \} \). (Note that when \( n = 0 \) we simply get \( R \) back with \( M_B = \{1\} \).)

Now in case \( R = k \) (a field) we get a \( k \)-vectorspace, whose dimension is (countably) infinite when \( n \neq 0 \). Of course, any subset \( S \subset M_B \) is the basis of the linear subspace \( \text{span}_k(S) \) (of dimension \( |S| \)).

For every \( a \in R^n \) we have the (local) evaluation homomorphism (say of \( R \)-modules) \( ev_a : R[x_1, \ldots, x_n] \to R \) given by \( f \mapsto f(a) \). This yields a (global) evaluation homomorphism \( ev : R[x_1, \ldots, x_n] \to (R^n \to R) \) given by \( f \mapsto (a \mapsto ev_a(f)) \), i.e. simply the canonical function associated to a polynomial. Note that \( R^n \to R = R^{R^n} \) consists of all function from \( R^n \) to \( R \) and has (canonically) the structure of an \( R \)-module.

**Lemma 9.1.** Let \( \mathbb{F}_q, n, M_n, \) and \( S_n \) be as defined in Section 10. Then the restriction (of \( ev : \mathbb{F}_q^n[x_1, \ldots, x_n] \to \mathbb{F}_q^{S_n} \) to \( S_n \)) \( ev' := ev \mid_{S_n} : S_n \to \mathbb{F}_q^{S_n} \) is an isomorphism of \( k \)-vectorspaces.

**Proof.** Note that \( S_n \) is a linear subspace of dimension \( |M_n| = q^n \) of the \( k \)-vectorspace \( k[x_1, \ldots, x_n] \) since \( S_n \) is by definition the span of \( M_n \) (a subset of the standard monomial basis of \( k[x_1, \ldots, x_n] \)). Write \( A := \mathbb{F}_q^n \), then \( \mathbb{F}_q^{S_n} \to \mathbb{F}_q^A \) has dimension \( |A| = q^n \) (as \( \mathbb{F}_q \)-vectorspace). So \( \dim(S_n) = \dim(\mathbb{F}_q^A) \) and bij Lemma 6.1 it suffices to prove that \( ev' \) is surjective. Since the indicator functions \( \iota_a : A \to \mathbb{F}_q \) (given by \( \iota_a(x) = 1 \) if \( x = a \) and \( \iota_a(x) = 0 \) otherwise) for \( a \in A \) give a basis for \( \mathbb{F}_q^A \), it suffices that these are in the image of \( ev' \). To show the latter, let \( a \in A \) and define \( f := \prod_{i=1}^{n} (1 - (x_i - a_i)^{q-1}) \in S_n \). Then by Lemma 4.4 we readily see that \( ev'(f) = \iota_a \). □

**Lemma 9.2.** Let \( V \) be a linear subspace of the \( k \)-vectorspace \( k[x_1, \ldots, x_n] \), let \( A \subset k^n \), and let

\[
X := \{ p \in V : \forall a \in A : p(a) = 0 \}.
\]

Then \( X \) is a linear subspace of \( V \) with

\[
\dim(X) + |A| \geq \dim(V).
\]

**Proof.** Consider the map

\[
f : V \to k^A : \quad p \mapsto (p(a))_{a \in A}.
\]

Note that this is a linear map with

\[
\ker(f) = X
\]

and

\[
\dim(\text{im}(f)) \leq \dim(k^A) = |A|.
\]

By Theorem 6.5

\[
\dim(V) = \dim(X) + \dim(\text{im}(f)) \leq \dim(X) + |A|.
\]

The lemma follows. □
10. Notation from [1]

- \( \mathbb{F}_q \): finite field with \( q \) elements
- \( n \in \mathbb{Z}_{>0} \)
- \( \mathbb{F}_q[x_1, \ldots, x_n] \): the ring of polynomials in \( n \) variables with coefficients in \( \mathbb{F}_q \); Note that it also has the canonical structure of an \( \mathbb{F}_q \)-vector space (of infinite dimension).
- \( M_n := \{ \prod_{i=1}^{n} x_i^{a_i} \in \mathbb{F}_q[x_1, \ldots, x_n] : 0 \leq a_i \leq q - 1 \} \); note \( |M_n| = q^n \).
- \( S_n := \{ \sum_{m \in M_n} c_m m : c_m \in \mathbb{F}_q \} \): the \( \mathbb{F}_q \)-vector space spanned by \( M_n \); note that \( M_n \) is a basis, hence \( \dim(S_n) = |M_n| = q^n \).
- For \( d \in [0, (q - 1)n] \) (the latter is an interval in the real numbers) \( M_n^d := \{ m \in M_n : \deg(m) \leq d \} \)
  \[= \{ \prod_{i=1}^{n} x_i^{a_i} \in \mathbb{F}_q[x_1, \ldots, x_n] : 0 \leq a_i \leq q - 1 \quad \text{and} \quad \sum_{i=1}^{n} a_i \leq d \}. \]
- \( S_n^d := \{ \sum_{m \in M_n^d} c_m m : c_m \in \mathbb{F}_q \} \): the \( \mathbb{F}_q \)-vector space spanned by \( M_n^d \); note that \( M_n^d \) is a basis.
- \( m_d := \dim(S_n^d) = |M_n^d| \).

11. Proof of Proposition 2 from [1]

**Proposition 11.1** (Proposition 2 from [1]). Let \( A \subset \mathbb{F}_q^n \), \( \alpha, \beta, \gamma \in \mathbb{F}_q \) such that
\[
\alpha + \beta + \gamma = 0,
\]
and \( P \in S_n^d \) such that for all \( a, b \in A \) with \( a \neq b \):
\[
P(aa + \beta b) = 0.
\]
Then
\[
|\{ a \in A : P(\gamma a) \neq 0 \}| \leq 2m_{d/2}.
\]

Let \( \alpha, \beta, \gamma, A, P \) be as in the assumptions..

\[
\text{See the first 9 lines of the proof of Proposition 2 in [1]. (This part is actually a key observation for the solution to the cap set problem; it was discussed and largely formalized at the start of the formalization project.)}
\]

\[
\text{We continue after the definition of the } A \times A \text{ matrix } B.
\]

For all \( m \in M_n^{d/2} \) the matrices \( (m(a)F_m(b))_{(a,b) \in A \times A} \) and \( (G_m(a)m(b))_{(a,b) \in A \times A} \) have rank \( \leq 1 \) by Lemma 8.1; \( B \) is the sum of \( 2|M_n^{d/2}| = 2m_{d/2} \) of these \( \leq 1 \) matrices, so by Proposition 7.3 (and induction) we get
\[
\text{rank}(B) \leq 2m_{d/2}.
\]

We note that \( B \) is a diagonal matrix, indeed for \( a, b \in A \) with \( a \neq b \) we have \( B_{a,b} = P(aa + \beta b) = 0 \) (first identity by definition of \( B \) and second by assumption [6]).

For \( a \in A \) we have \( B_{a,a} = P(aa + \beta a) = P(\gamma a) \) (first identity by definition of \( B \) and second by assumption [5]). So by Lemma 8.2
\[
\text{rank}(B) = |\{ a \in A : P(\gamma a) \neq 0 \}|
\]

Together, (7) and (8) immediately imply the required conclusion.
12. Proof of Theorem 4 from [1]

Theorem 12.1 (Theorem 4 from [1]). Let $\alpha, \beta, \gamma \in \mathbb{F}_q$ such that
\begin{equation}
\alpha \neq 0 \text{ or } \beta \neq 0 \text{ or } \gamma \neq 0
\end{equation}
and
\begin{equation}
\alpha + \beta + \gamma = 0;
\end{equation}
and let $A \subset \mathbb{F}_q^n$ such that
\begin{equation}
\forall a_1, a_2, a_3 \in A : \alpha a_1 + \beta a_2 + \gamma a_3 = 0 \Rightarrow a_1 = a_2 = a_3.
\end{equation}
Then
\begin{equation}
|A| \leq 3n(q-1)n/3.
\end{equation}

Let $\alpha, \beta, \gamma, A$ satisfy (9), (10), and (11). By (9), at least one of $\alpha, \beta, \gamma$ is nonzero. Note that the whole theorem is symmetric in $\alpha, \beta, \gamma$, so by swapping $\gamma$ with $\alpha$ or $\beta$ we can and will assume that
\begin{equation}
\gamma \neq 0.
\end{equation}
Let
\begin{equation}
d \in [0, (q-1)n]
\end{equation}
(in fact, we shall later only need $d = 2(q-1)n/3$) and let
\begin{equation}
V := \{ p \in S_d | \forall a \in \mathbb{F}_q^n - (-\gamma A) : p(a) = 0 \}.
\end{equation}

Lemma 12.2.

$\dim(V) \geq m_d - q^n + |A|$

Proof. Note that
\begin{equation}
|\mathbb{F}_q^n - (-\gamma A)| = |\mathbb{F}_q^n| - |-\gamma A| = q^n - |-\gamma A| = q^n - |A|,
\end{equation}
where in the last step we used $|\gamma A| = |A|$ since $A \rightarrow -\gamma A : a \mapsto -\gamma a$ is a bijection (since $\gamma \neq 0$). By Lemma 9.2 (with $V, A, X$ replaced by $S_d, \mathbb{F}_q^n - (-\gamma A), V$) we have
\begin{equation}
\dim(V) \geq \dim(S_d^n) - |\mathbb{F}_q^n - (-\gamma A)| = m_d - (q^n - |A|) = m_d - q^n + |A|.
\end{equation}

For any $p \in V$ we define the set
\begin{equation}
\text{Sup}(p) := \{ a \in \mathbb{F}_q^n | p(a) \neq 0 \}
\end{equation}
Choose $P \in V$ such that
\begin{equation}
\forall P' \in V : \text{Sup}(P) \subset \text{Sup}(P') \Rightarrow \text{Sup}(P) = \text{Sup}(P'),
\end{equation}
which is possible since $\mathbb{F}_q^n$ is finite (if such a $P$ would not exist, then we could inductively obtain an arbitrarily long strictly increasing chain of subsets of $\mathbb{F}_q^n$, which is impossible). Let
\begin{equation}
\Sigma := \text{Sup}(P).
\end{equation}

Lemma 12.3.

$|\Sigma| \geq \dim(V)$
Proof. Suppose not, i.e. $|\Sigma| < \dim(V)$. Let

$$W := \{ Q \in V \mid \forall a \in \Sigma : Q(a) = 0 \}$$

By Lemma 9.2

$$\dim(W) \geq \dim(V) - |\Sigma| > 0.$$

So we have some $Q \in W$ with $Q \neq 0$.

Now let $a \in \Sigma$, then by definition $Q(a) = 0$ and $P(a) \neq 0$, so

$$(P + Q)(a) = P(a) + Q(a) = P(a) \neq 0.$$

Since $Q \neq 0$, $\forall a \in \Sigma : Q(a) = 0$, and the associated function $e(Q) : \mathbb{F}_q^n \to \mathbb{F}_q$ is not identically zero, we have some $b \in \mathbb{F}_q^n - \Sigma$:

$$Q(b) \neq 0.$$

Since $P(a) = 0$, we get

$$P(b) = 0,$$

hence

$$(P + Q)(b) = P(b) + Q(b) = Q(b) \neq 0.$$

We conclude that $P + Q \in V$ satisfies

$$\sup(P) = \Sigma \subseteq \Sigma \cup \{ b \} \subset \sup(P + Q),$$

which contradicts the choice of $P$.

$\square$

Lemma 12.4.

$$|\Sigma| \leq 2m_{d/2}$$

Proof. Let

$$S(A) := \{ \alpha a_1 + \beta a_2 \in \mathbb{F}_q^n \mid a_1, a_2 \in A \text{ with } a_1 \neq a_2 \}.$$

We claim that

$$(16) \quad S(A) \cap -\gamma A = \emptyset.$$

Indeed, suppose the claim does not hold, then there are $a_1, a_2, a_3 \in A$ with $a_1 \neq a_2$ and

$$\alpha a_1 + \beta a_2 = -\gamma a_3.$$

From (14), we get $a_1 = a_2 = a_3$, contradicting $a_1 \neq a_2$, which proves the claim.

Note that any $p \in V$ vanishes on the complement of $-\gamma A$ by definition of $V$ (14), so this holds in particular for $P \in V$. By (16), $S(A)$ is contained in the complement of $-\gamma A$, so $P$ vanishes on $S(A)$, i.e. for all $a_1, a_2 \in A$ with $a_1 \neq a_2$:

$$P(\alpha a_1 + \beta a_2) = 0.$$

Applying Proposition 11.1 now gives

$$\{|\{ a \in A \mid P(-\gamma a) \neq 0 \}| \leq 2m_{d/2}. $$

Together with $\Sigma = \{ b \in \mathbb{F}_q^n \mid P(b) \neq 0 \} \subset -\gamma A$ we get (through the bijection $a \mapsto b := -\gamma a$)

$$|\Sigma| = |\{ a \in A \mid P(-\gamma a) \neq 0 \}| \leq 2m_{d/2}. $$

\ $\square$

Lemma 12.5.

$$q^n - m_d \leq m_{(q-1)n-d}$$
10 SOME DETAILS OF THE ELLENBERG-GIJSWIJT PROOF OF THE CAP SET PROBLEM

Proof. Let \( I := \{ x \in \mathbb{Z} \mid 0 \leq x \leq q - 1 \} \) (so \( |I| = q \)). Note that we have a (canonical) bijection
\[
f : M_n \to I^n, \quad \prod_{i=1}^{n} a_i^{q^i} \mapsto (a_1, \ldots, a_n).
\]
Define
\[
A := I^n, \\
B := \{ (a_1, \ldots, a_n) \in I^n \mid \sum_{i=1}^{n} a_i \leq d \}, \\
C := \{ (a_1, \ldots, a_n) \in I^n \mid \sum_{i=1}^{n} a_i > d \}, \\
D := \{ (a_1, \ldots, a_n) \in I^n \mid \sum_{i=1}^{n} a_i < (q-1)n - d \}, \\
E := \{ (a_1, \ldots, a_n) \in I^n \mid \sum_{i=1}^{n} a_i \leq (q-1)n - d \}.
\]
Note
\[
|A| = q^n, \\
|B| = |f(M_n^d)| = |M_n^d| = m_d, \\
|C| = |A| - |B| = q^n - m_d \quad \text{(since } A = B \cup C \text{ and } B \cap C = \emptyset).\]

Note that we have a bijection (actually an involution)
\[
\iota : A \to A : \quad (a_1, \ldots, a_n) \mapsto (q-1-a_1, \ldots, q-1-a_n).
\]
And \( \iota(C) = D \), since for \( (a_1, \ldots, a_n) \in A \):
\[
\sum_{i=1}^{n} a_i > d \iff \sum_{i=1}^{n} ((q-1) - a_i) = (q-1)n - \sum_{i=1}^{n} a_i < (q-1)n - d.
\]
Note \( D \subset E \), hence \( |D| \leq |E| \). Putting things together gives
\[
q^n - m_d = |C| = |\iota(C)| = |D| \leq |E| = |f(M_n^{(q-1)n-d})| = |M_n^{(q-1)n-d}| = m_{(q-1)n-d}.
\]

Combining the four previous lemmata yields a nice upper bound for \( |A| \).

Lemma 12.6.
\[
|A| \leq 2m_d/2 + m_{(q-1)n-d}
\]

Proof.
\[
m_d - q^n + |A| \leq \dim(V) \quad \text{(by Lemma } 12.2) \\
\leq |\Sigma| \quad \text{(by Lemma } 12.3) \\
\leq 2m_d/2 \quad \text{(by Lemma } 12.4),
\]
hence
\[
m_d - q^n + |A| \leq 2m_d/2.
\]
First adding \((q^n - m_d)\) to both sides, and next applying Lemma 12.5 gives
\[
|A| \leq 2m_{d/2} + (q^n - m_d) \leq 2m_{d/2} + m_{(q-1)n-d}.
\]

□

To finish the proof of Theorem 12.1, we take
\[
d := 2(q-1)n/3,
\]
which obviously meets (13). Now
\[
d/2 = (q-1)n/3 \text{ and also } (q-1)n - d = (q-1)n/3,
\]
so Lemma 12.6 specializes to
\[
|A| \leq 3m_{(q-1)n/3},
\]
which was to be proven.

13. Proof of asymptotics for \(m_{(q-1)n/3}\)

This includes Corollary 5 in [1].

For the asymptotics, [1] uses Cramér’s theorem on large deviations. A more elementary approach, using Stirling’s approximation for the factorial function, was described in [2]. In [3] another (more) elementary approach, using recurrence sequences, was given. Inspired by loc. cit., we work out yet another (even more elementary) approach, as follows.

We start with the geometric sum.

**Proposition 13.1.** Let \(R\) be a ring, \(x \in R\), and \(m \in \mathbb{Z}_{\geq 0}\). Then
\[
(x-1) \sum_{j=0}^{m-1} x^j = x^m - 1.
\]

**Proof.** Straightforward induction. (Note that for the case \(m = 0\), the sum is empty, which has value 0.) □

**Corollary 13.2.** Let \(m \in \mathbb{Z}_{\geq 0}\) and \(x \in k\). Then
\[
\sum_{j=0}^{m-1} x^j = \begin{cases} 
\frac{x^m-1}{x-1} & \text{if } x \neq 1; \\
\frac{m}{x-1} & \text{if } x = 1.
\end{cases}
\]

A basic estimate for the reciprocal geometric sum.

**Lemma 13.3.** Let \(x \in \mathbb{R}\) with \(0 < x < 1\) and \(M \in \mathbb{Z}_{\geq 0}\). Then
\[
\sum_{j=0}^{M} \frac{1}{x^j} \leq \frac{1}{1-x} \frac{1}{x^M}.
\]
Proof.

\[
\sum_{j=0}^{M} \frac{1}{x^j} = \frac{1}{x^M} \sum_{j=0}^{M} x^{M-j} = \frac{1}{x^M} \sum_{j=0}^{M} x^j = \frac{1}{x^M} \frac{1 - x^{M+1}}{1 - x} < \frac{1}{x^M} \frac{1}{1 - x}. \]

\[\square\]

Definition 13.4. Let \(m \in \mathbb{Z}_{\geq 1}\). An element of \(k\) is called a primitive \(m\)-th root of unity if it has order \(m\) in the multiplicative group \(k^*\).

Lemma 13.5. Let \(m \in \mathbb{Z}_{\geq 1}, \zeta \in k\) a primitive \(m\)-th root of unity, and \(i \in \mathbb{Z}\). Then

\[
\sum_{j=0}^{m-1} \zeta^{ij} = \begin{cases} 
0 & \text{if } m \nmid i; \\
m & \text{if } m \mid i.
\end{cases}
\]

Proof. Apply Corollary 13.2 with \(x = \zeta^i\), using that \((\zeta^i)^m = (\zeta^m)^i = 1^i = 1\) and that (by Lemma 4.1) \(\zeta^i = 1\) if and only if \(m \mid i\). \(\square\)

This lemma is the basis for the discrete analog of using Cauchy’s integral theorem for picking out a coefficient of a (Laurent) polynomial. We start with the constant coefficient.

Proposition 13.6. Let \(f \in k[x, x^{-1}]\) be a Laurent polynomial. Then for any positive integer \(m > \max(\deg_x(f), \deg_{x^{-1}}(f))\), \(\zeta \in k\) a primitive \(m\)-th root of unity, and \(r \in k^*\), the constant coefficient of \(mf\) is given by

\[
\sum_{j=0}^{m-1} f(r\zeta^j).
\]

Proof. Write \(f = \sum_{i=-(m-1)}^{m-1} a_i x^i\) for (unique) \(a_{-(m-1)}, \ldots, a_{m-1} \in k\) (any of which could equal zero). So the constant coefficient of \(mf\) is \(ma_0\). Then

\[
\sum_{j=0}^{m-1} f(r\zeta^j) = \sum_{j=0}^{m-1} \sum_{i=-(m-1)}^{m-1} a_i (r\zeta^j)^i \quad \text{(by substituting definitions)}
\]

\[
= \sum_{i=-(m-1)}^{m-1} a_i r^i \sum_{j=0}^{m-1} \zeta^{ij} \quad \text{(by changing order of summation, etc.)}
\]

\[
= a_0 r^0 m \quad \text{(by Lemma 13.5 using that for } i = -(m-1), \ldots, m-1: m \mid i \Leftrightarrow i = 0) \]

\[
= ma_0 \quad \text{(by commutativity and since } r^0 = 1 \text{ by definition)}
\]

\[\square\]
As a quick corollary we have a handy formula for picking out any coefficient. The proof of the previous proposition could of course also be adapted to prove the theorem below directly (so that we do not have to introduce Laurent polynomials).

**Theorem 13.7.** Let $f \in k[x]$ and $i \in \mathbb{Z}_{\geq 0}$. Then for any integer $m > \max(\deg(f), i)$, $\zeta \in k$ a primitive $m$-th root of unity, and $r \in k^*$, the $i$-th coefficient of $mf$ is given by

$$m^{-1} \sum_{j=0}^{m-1} \frac{f(r \zeta^j)}{r^i \zeta^{ij}}.$$

**Proof.** Note that $f/x^i$ is a Laurent polynomial whose constant coefficient equals the $i$-th coefficient of $f$. Now apply Proposition 13.6 with $f/x^i$ instead of $f$. \qed

Define for $j \in \mathbb{Z}_{\geq 0}$

$$c_j^{(n)} := |\{(a_1, \ldots, a_n) \in \{0, 1, \ldots, q - 1\}^n \mid \sum_{i=1}^n a_i = j\}|.$$

We have an obvious expression for $m_d$ as sum of these values.

**Lemma 13.8.**

$$m_d = \sum_{j=0}^{\lfloor d \rfloor} c_j^{(n)}.$$

**Proof.** This follows immediately by noting, as in the proof of Lemma 12.5 that

$$m_d = |\{(a_1, \ldots, a_n) \in \{0, 1, \ldots, q - 1\}^n \mid \sum_{i=1}^n a_i \leq d\}|.$$

\qed

In line with [3], we recognise the $c_j^{(n)}$'s as certain polynomial coefficients.

**Lemma 13.9.** For all $j \in \mathbb{Z}_{\geq 0}$: $c_j^{(n)}$ equals the $j$-th coefficient of the polynomial

$$(1 + x + \ldots + x^{q-1})^n \in \mathbb{Z}[x].$$

**Proof.** For ‘fixed’ $q$, the statement follows by induction on $n$. The Lemma trivially holds for $n = 1$. Now suppose the lemma holds for a certain $n \in \mathbb{Z}_{\geq 0}$. Denote $f := 1 + x + \ldots + x^{q-1} \in \mathbb{Z}[x]$. Now for all $j \in \mathbb{Z}_{\geq 0}$:

$$\text{coef}_j(f^{n+1}) = \text{coef}_j(f^n f) = \sum_{i=0}^j \text{coef}_i(f^n) \text{coef}_{j-i}(f) = \sum_{i=0}^j c_i^{(n)} c_{j-i}^{(1)} = c_j^{(n+1)},$$

where the last equality follows readily (on paper...) from the definition of the $c_j^{(N)}$'s. \qed

Using our earlier theorem to pick out coefficient, we can easily estimate $c_j(n)$ (and hence $m_d$).

**Lemma 13.10.** For any $j \in \mathbb{Z}_{\geq 0}$ and any $r \in \mathbb{R}_{>0}$:

$$c_j^{(n)} \leq \frac{(1 + r + \ldots + r^{q-1})^n}{r^j}.$$
Proof. Choose $m \in \mathbb{Z}_{>0}$ with $m > \max(n(q - 1), j)$. Let $\zeta := \exp(2\pi \sqrt{-1}/m) \in \mathbb{C}$. Then $\zeta$ is a primitive $m$-th root of unity and $|\zeta| = 1$. Now

$$c_j^{(n)} = \text{coef}_j \left((1 + x + \ldots + x^{q-1})^n\right) \quad \text{(by Lemma 13.9)}$$

$$= \frac{1}{m} \sum_{i=0}^{m-1} \frac{(1 + r\zeta^i + \ldots + (r\zeta^i)^{q-1})^n}{r^j \zeta^i} \quad \text{(by Theorem 13.7)}$$

$$\leq \frac{1}{m} \sum_{i=0}^{m-1} \left|1 + |r\zeta^i| + \ldots + |r\zeta^i|^{q-1}\right|^n \quad \text{(by the triangle inequality, etc.)}$$

$$= \frac{1}{m} \sum_{i=0}^{m-1} \frac{(1 + r + \ldots + r^{q-1})^n}{r^j} \quad \text{(since $|\zeta| = 1$ and $r > 0$)}$$

$$= \frac{(1 + r + \ldots + r^{q-1})^n}{r^j} \quad \text{(since all $m$ summands are independent of $i$).}$$

□

For $r \in \mathbb{R}_{>0}$ and $q \in \mathbb{Z}_{>0}$ write

$$C_{r,q} := \frac{1 + r + \ldots + r^{q-1}}{r^{(q-1)/3}}.$$  

For simplicity we first estimate the relevant asymptotics for Theorem 12.1 in case $3|n$ (which is harmless.)

**Lemma 13.11.** Let $n = 3N$ with $N \in \mathbb{Z}_{>0}$ and $r \in \mathbb{R}$ with $0 < r < 1$. Then

$$m_{(q-1)n/3} = m_{(q-1)N} \leq \frac{1}{1 - r} C_{r,q}^n.$$  

Proof.

$$m_{(q-1)N} = \sum_{j=0}^{(q-1)N} c_j^{(3N)} \quad \text{(by Lemma 13.8)}$$

$$\leq \sum_{j=0}^{(q-1)N} \frac{(1 + r + \ldots + r^{q-1})^{3N}}{r^j} \quad \text{(by Lemma 13.10)}$$

$$= (1 + r + \ldots + r^{q-1})^{3N} \sum_{j=0}^{(q-1)N} \frac{1}{r^j} \quad \text{(since $N = n/3$)}$$

$$\leq (1 + r + \ldots + r^{q-1})^{3N} \frac{1}{r^{(q-1)/3}} \frac{1}{1 - r} \quad \text{(by Lemma 13.3)}$$

$$= \frac{1}{1 - r} \left(\frac{1 + r + \ldots + r^{q-1}}{r^{(q-1)/3}}\right)^n \quad \text{(by definition).}$$

□

We want to consider all $n \in \mathbb{Z}_{>0}$ but do not care about the constant $1/(1 - r)$.
Remark 13.12. Below we do not use Landau’s big $O$ notation since all multiplicative constants can easily be made explicit.

**Theorem 13.13.** Let $n \in \mathbb{Z}_{>0}$ and $r \in \mathbb{R}$ with $0 < r < 1$. Then

$$m(q-1)n/3 \leq C_{r,q}^2 \frac{C_n^{n'}}{1-r}.$$

**Proof.** Let $i \in \{0, 1, 2\}$ such that $n' := n + i$ is divisible by 3. Then

$$m(q-1)n/3 \leq m(q-1)n'/3 \quad \text{(since $d_1 \leq d_2 \Rightarrow m_{d_1} \leq m_{d_2}$; similarly for increasing $n$)}$$

$$\leq \frac{1}{1-r} C_{r,q}^n \quad \text{(by Lemma 13.11 with $n'$ instead of $n$)}$$

$$\leq \frac{1}{1-r} C_{r,q}^{n+2} \quad \text{(since $n' \leq n + 2$ and $C_{r,q} > 1$)}$$

$$= C_{r,q}^2 \frac{C_n^n}{1-r} C_{r,q} \quad \text{(by rewrite).}$$

□

Together with Theorem 12.1 we arrive at the following explicit asymptotic upper bound for $|A|$.

**Theorem 13.14.** Let the notation and conditions be as in Theorem 12.1 and let $r \in \mathbb{R}$ with $0 < r < 1$. Then

$$|A| \leq 3C_{r,q}^2 \frac{C_n^n}{1-r}.$$

**Proof.**

$$|A| = 3m(q-1)n/3 \quad \text{(by Theorem 12.1)}$$

$$\leq 3C_{r,q}^2 \frac{C_n^n}{1-r} C_{r,q} \quad \text{(by Theorem 13.13).}$$

□

**Lemma 13.15.** For all $q \in \mathbb{Z}_{\geq 2}$ there exists an $r \in \mathbb{R}$ with $0 < r < 1$ such that $C_{r,q} < q$.

**Proof.** Note $C_{1,q} = q$ and $\frac{d}{dr} C_{r,q} |_{r=1} > 0 \ldots$

OR show via elementary way that with $r := (q-1)/(q+2)$ we have $C_{r,q} < q \ldots$ □

We get our main result.

**Theorem 13.16.** Let the notation and conditions be as in Theorem 12.1. There exist $B, C \in \mathbb{R}_{>0}$ with $C < q$, such that for all $n \in \mathbb{Z}_{>0}$: $|A| \leq B \cdot C^n$.

**Proof.** Choose $r$ as in Lemma 13.15 such that $C := C_{r,q} < q$, and let $B := 3C_{r,q}^2/(1-r)$. Now apply Theorem 13.14 □

For several values of $q$ we can be very explicit about a value of $c$ that works. (In fact, the values of $c$ below will be optimal (or a precise numerical approximation thereof) given the proof method, but we shall not prove this.) We keep the notation and conditions as in Theorem 12.1.

First the cap set problem.

**Theorem 13.17.** Let $q = 3$ and $c := \frac{3}{8} \sqrt{207 + 33\sqrt{33}}$. Then $|A| = O(c^n)$. 
Proof. Let \( r := (-1 + \sqrt{33})/8 \). Then \( 0 < r < 1 \) and
\[
C_{r,q} = \frac{1 + r + r^2}{r^{3/2}} = \frac{3}{8} \sqrt{207 + 33 \sqrt{33}}.
\]
Now apply Theorem 13.14. \( \square \)

From now on we express results numerically for convenience. For \( 3 \leq q < 50 \) a prime power we define real (or even rational) numbers \( r_q \) and \( C_q \) in the following table. (Note that the case \( q = 2 \) is not very interesting.)

<table>
<thead>
<tr>
<th>( q )</th>
<th>( C_q )</th>
<th>( r_q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.751046103200966992217256556168619525875524623556</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.61071813210896385981846008380458627464510858756365</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.61777757052577814082138476476092970381878673876</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>6.15260486312673841684699450964162054508278776</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>7.8461208285805735366942313697251243999641254662973</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>9.5348635307955927558360144725933049041168140</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>11.219907899184773301054307874670972008982579504</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>13.7477621345874576001860520141505042124811621455</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>14.59117162956899732925973100688990805960662</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>15.901176565078950922003524496434468778468765103</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>18.74551068492465431360834044257780391096299705132</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>21.3264083104674585041614490926128795578797794</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>23.01005118245787781090574913276275335685886574916</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>24.6935098673635975192439931712981842383395200</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>26.37704670973141942375844507925981438346087597</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>27.2184779525122047199782382272727207613499</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>29.92489890623404342201128822398158368039798</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>31.772860348110286722738513049945457786700601</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>32.36408310467458504161449092612879557879779794</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>33.2001005118245787781090574913276275335685886574916</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>34.7934047412559395125870612112409346965156805906</td>
<td></td>
</tr>
<tr>
<td>89</td>
<td>36.47704670973141942375844507925981438346087597</td>
<td></td>
</tr>
<tr>
<td>97</td>
<td>38.1740598673635975192439931712981842383395200</td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>39.8643058070801011074963548205992029567454</td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>41.562036196924777783321926510126073968787636</td>
<td></td>
</tr>
</tbody>
</table>

Theorem 13.18. Let \( 3 \leq q < 50 \) be a prime power. Then \( |A| = O \left( C_q^n \right) \).

Proof. By Theorem 13.14 we have \( |A| = O \left( C_q^n \right) \). Now check that \( C_{r,q} \leq C_q \). Not yet checked for round off errors, perhaps the last digit of some of the \( C_q \)'s has to be raised by 1 . . .

These values agree with those given in [3] (where \( 4 \leq q \leq 31 \)).

Remark 13.19. Exact (optimal, for the method) values for \( C_4 \) and \( C_5 \) could be given is terms of radicals, analogous to Theorem 13.17.
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