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The perfectoid project: history
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The perfectoid project: the team
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Why perfectoid spaces?

Fields medal awarded in 2018 to Peter Scholze “for transforming
arithmetic algebraic geometry over p-adic fields through his
introduction of perfectoid spaces, with application to…”

The key issue for me is finding the right definitions, finding
the right notions that really capture the essence of some
mathematical phenomenon. I often have some vague vi-
sion of what I want to understand, but I’m often missing
the words to really say that.

The essential difficulty in writing “Étale cohomology of
diamonds” was (by far) not giving the proofs, but find-
ing the definitions. But even beyond mere language, we
perceive mathematical nature through the lenses given by
definitions, and it is critical that the definitions put the
essential points into focus.
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Composing limits
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Limits

Live demo: composing limits.
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Filters: definition

Definition
A filter on a type 𝑋 is a set ℱ of subsets of 𝑋 such that

• 𝑋 ∈ ℱ
• (𝑈 ∈ ℱ and 𝑈 ⊂ 𝑉 ) ⇒ 𝑉 ∈ ℱ
• 𝑈, 𝑉 ∈ ℱ ⇒ 𝑈 ∩ 𝑉 ∈ ℱ

Example
• 𝑋 topological space, 𝑥 ∈ 𝑋, 𝒩𝑥 = {neighborhoods of x}
• 𝑋 = ℕ, 𝒩∞ = {complements of finite subsets}
• 𝑋 = ℝ, 𝒩+∞ = {𝑈 containing some [𝐴, +∞)}
• 𝑋 = ℝ, 𝑎 ∈ 𝑋, 𝒩𝑎+ = {𝑈 containing some [𝑥, 𝑥 + 𝜀), 𝜀 > 0}
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Filters: limits and composition

Definition
𝑓 ∶ 𝑋 → 𝑌 tends to 𝒢 ∈ Filter(𝑌 ) along ℱ ∈ Filter(𝑋) if

∀𝑉 ∈ 𝐺, 𝑓−1(𝑉 ) ∈ ℱ.

Limits compose (Live demo)
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Filters: order, push-forward and limits

Partial order: ℱ ≤ 𝒢 if 𝒢 ⊂ ℱ.

𝑓 ∶ 𝑋 → 𝑌 , ℱ ∈ Filter(𝑋) ⇝ 𝑓∗ℱ ∈ Filter(𝑌 )

𝑓∗ℱ ∶= {𝑉 ⊂ 𝑌 ; 𝑓−1(𝑉 ) ∈ ℱ}.

Definition
𝑓 ∶ 𝑋 → 𝑌 tends to 𝒢 ∈ Filter(𝑌 ) along ℱ ∈ Filter(𝑋) if

𝑓∗ℱ ≤ 𝒢.
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Composition of limits

Lemma
• 𝑓∗ is non-increasing: ℱ1 ≤ ℱ2 ⇒ 𝑓∗ℱ1 ≤ 𝑓∗ℱ2
• (𝑔 ∘ 𝑓)∗ = 𝑔∗ ∘ 𝑓∗

Corollary
Limits compose.
(Lean)
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Filters: pull-back and Galois connection

𝑓 ∶ 𝑋 → 𝑌 , 𝒢 ∈ Filter(𝑌 ) ⇝ 𝑓∗𝒢 ∈ Filter(𝑋)

𝑓∗𝒢 ∶= {𝑈 ⊂ 𝑋 | ∃𝑉 ∈ 𝒢, 𝑓−1(𝑉 ) ⊂ 𝑈}.

If 𝑓 is injective then 𝑓∗𝒢 ∶= {𝑓−1(𝑉 )}𝑉 ∈𝒢.

Example: 𝑋 ⊂ 𝑌 equipped with subspace topology, 𝜄 ∶ 𝑋 ↪ 𝑌 ,
𝒩𝑋

𝑥 = 𝜄∗𝒩𝑌
𝑥 . It was secretly used in our filter examples slide.

This is not inverse to push-forward, but it’s also non-increasing
and:

𝑓∗ℱ ≤ 𝒢 ⇔ ℱ ≤ 𝑓∗𝒢.
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Topological rings and uniform spaces
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Another view on ℤ𝑝

From Rob’s talk: ℤ𝑝 = {𝑥 ∈ ℚ𝑝 | |𝑥|𝑝 ≤ 1}. Direct definition?

Using 𝜋𝑛 ∶ ℤ/𝑝𝑛+1 → ℤ/𝑝𝑛

ℤ𝑝 = lim←− ℤ/𝑝𝑛

= {(𝑎𝑛)𝑛≥1 ∈ ∏
𝑛≥1

ℤ/𝑝𝑛 ∣ 𝜋𝑛(𝑎𝑛+1) = 𝑎𝑛} .

Link with the completion idea?
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𝐼-adic topology

In ℤ, define 𝒩0 ∶= {𝑈 | ∃𝑛, 𝑝𝑛ℤ ⊂ 𝑈}
and, for any 𝑎 ∈ ℤ, 𝒩𝑎 = (𝑏 ↦ 𝑎 + 𝑏)∗𝒩0

Fact: there is indeed a topology on ℤ having these neighborhoods.
Note that lim𝑛 𝑝𝑛 = 0.

More generally, for 𝑅 ring, and 𝐼 ⊂ 𝑅 ideal:

𝒩0 ∶= {𝑈 | ∃𝑛, 𝐼𝑛 ⊂ 𝑈}
� It can fail to be a metric topology (non-Hausdorff).
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Cauchy sequences?

Problem: a topology is not enough data to talk about completions.
Remember a sequence (𝑢𝑛) is Cauchy if

∀𝜀 > 0, ∃𝑁, ∀𝑚, 𝑛 ≥ 𝑁, |𝑢𝑚 − 𝑢𝑛| ≤ 𝜀.

Generalize to either

∀𝜀 > 0, ∃𝑁, ∀𝑚, 𝑛 ≥ 𝑁, 𝑑(𝑢𝑛, 𝑢𝑚) ≤ 𝜀

or
∀𝑈 ∈ 𝒩0, ∃𝑁, ∀𝑚, 𝑛 ≥ 𝑁, 𝑢𝑚 − 𝑢𝑛 ∈ 𝑈.
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Uniform spaces

Definition
A uniform structure on a set 𝑋 is a filter 𝒰 on 𝑋 × 𝑋 such that:

• every 𝑉 ∈ 𝒰 contains the diagonal
• ((𝑥,𝑦)↦(𝑦,𝑥))∗𝒰≤𝒰

• ∀𝑈∈𝒰,∃𝑉 ∈𝒰,𝑉 ∘𝑉 ⊂𝑈

It induces a topology on 𝑋 characterized by 𝒩𝑥 = 𝜄∗
𝑥𝒰 where

𝜄𝑥 ∶ 𝑦 ↦ (𝑥, 𝑦).

(𝑋, 𝑑) metric space ⇝ 𝑉 ∈ 𝒰 ⇔ ∃𝜀 > 0, {𝑑(𝑥, 𝑥′) < 𝜀} ⊂ 𝑉

(𝐺, +) additive topological group ⇝ 𝒰 = (−)∗𝒩0.
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Uniform continuity
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Uniform continuity

Recall 𝑓 ∶ ℝ → ℝ is uniformly continuous if:

∀𝜀 ∃𝜂 ∀𝑥, 𝑦 |𝑥 − 𝑦| ≤ 𝜂 ⇒ |𝑓(𝑥) − 𝑓(𝑦)| ≤ 𝜀.

Definition
A function 𝑓 ∶ 𝑋 → 𝑌 between uniform spaces is uniformly
continuous if

∀𝑉 ∈ 𝒰𝑌 , ∃𝑈 ∈ 𝒰𝑋, (𝑥, 𝑥′) ∈ 𝑈 ⇒ (𝑓(𝑥), 𝑓(𝑥′)) ∈ 𝑉 .

Lemma
Uniform continuous implies continuous
(Lean)
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Uniform continuous implies continuous

Alternative definition: 𝑓 ∶ 𝑋 → 𝑌 is uniformly continuous if
(𝑓 × 𝑓)∗𝒰𝑋 ≤ 𝒰𝑌 or, equivalently, 𝒰𝑋 ≤ (𝑓 × 𝑓)∗𝒰𝑌

Proof of continuity: Fix any 𝑥 ∈ 𝑋, remember 𝒩𝑥 = 𝜄∗
𝑥𝒰𝑋, and

compute, still using (𝑓 ⨯ 𝑓) ∘ 𝜄𝑥 = 𝜄𝑓(𝑥) ∘ 𝑓 :

𝒩𝑥 = 𝜄∗
𝑥𝒰𝑋

≤ 𝜄∗
𝑥(𝑓 × 𝑓)∗𝒰𝑋

= 𝜄∗
𝑥(𝑓 × 𝑓)∗𝒰𝑋

= 𝑓∗𝜄∗
𝑓(𝑥)𝒰𝑋

= 𝑓∗𝒩𝑓(𝑥)

So 𝒩𝑥 ≤ 𝑓∗𝒩𝑓(𝑥), hence 𝑓∗𝒩𝑥 ≤ 𝒩𝑓(𝑥).
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Completions
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Completion functor

One can define completeness for uniform spaces (skipped here).

We want, for each uniform space 𝑋, a complete one 𝑋̂, and

𝑖𝑋 ∶ 𝑋 → 𝑋̂ such that
𝑋 𝑌

𝑋̂ ̂𝑌

𝑓

𝑖𝑋 𝑖𝑌

∃! ̂𝑓

commutes

With 𝑋̂ “minimal”, 𝑓 ∘ 𝑔 = ̂𝑓 ∘ ̂𝑔, and îd𝑋 = id𝑋̂.
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Minimal?

(𝑋̂, 𝑖𝑋) minimal means that, for every map 𝑓 into a complete 𝑍
𝑋 𝑍

𝑋̂

𝑓

𝑖𝑋
∃! ̃𝑓

This −̃ allows to construct −̂ on maps:
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The case of groups

𝐺 topological group (eg. additive structure on a topological ring)
We want

• topological group structure on ̂𝐺
• 𝑖𝐺 a group morphism
• 𝑓 ∶ 𝐺 → 𝐾 (continuous) group morphism into complete group

𝐾 implies ̃𝑓 group morphism

Hence ̂𝑓 is a group morphism since:
𝐺 𝐻

̂𝐺 𝐻̂

𝑓

𝑖𝐺
𝑖𝐻 ∘𝑓 𝑖𝐻

̂𝑓=𝑖𝐻∘𝑓
(Switch to Lean)
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The issue
We have:

(𝐺, +, 𝒰+,𝒯) ( ̂𝐺, +̂, 𝒰+,𝒯) ( ̂𝐺, +̂, 𝒰+̂,𝒯)

(𝐺, +, 𝒯) ( ̂𝐺, +̂, 𝒯)

But 𝒰+,𝒯 = 𝒰+̂,𝒯 is not obvious in any way.

Bourbaki’s solution:
• if 𝑋 is any random uniform space, its completion is denoted

by 𝑋̂, functorial properties of 𝑋̂ and 𝑖𝑋 are proved.
• if 𝐺 is a topological group, prove there is a topological group

which is complete, has a morphism from 𝐺 etc. Denote it by
̂𝐺.
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A better setup

Definition
A uniform additive group is (𝐺, +, 𝒰) such that subtraction is
uniformly continuous.

Lemma
• ∀(𝐺, +, 𝒰) uniform add group, 𝒰 = (−)∗𝒩0.
• ∀(𝐺, +, 𝒯) commutative, (𝐺, +, (−)∗𝒩0) is a uniform add

group.
• ∀(𝐺, +, 𝒰) uniform add group, there exists +̂ on ̂𝐺 such that

( ̂𝐺, +̂, 𝒰) is a uniform add group.
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